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ABSTRACT

Context: Software development effort estimates are typically expert judgment-based and too low to reflect the actual use of effort.

Objective: To understand how the choice of effort unit affects expert judgement-based effort estimates, and to use this knowledge to increase the realism of effort estimates.

Method: Two experiments where the software professionals were randomly instructed to estimate the effort of the same projects in work-hours or in workdays.

Results: In both experiment, software professionals estimating in work-hours had much lower estimates (on average 33% - 59% lower) than those estimating in workdays. We argue that the unitosity effect—i.e., that we tend to infer information about the quantity from the choice of unit—is a good candidate explanation for the large difference in effort estimates.

Conclusion: A practical implication of the unit effect is that, in contexts where there is a tendency towards effort underestimation, the instruction to estimate in higher granularity effort units, such as workdays instead of work-hours, is likely to lead to more realistic effort estimates.
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1. INTRODUCTION

Software development projects have a reputation of being late and with large cost overruns. Surveys suggest that software projects on average overrun their budgets by 20–30% percent (Halkjelsvik and Jørgensen 2012) and their expected duration by about 20% (Moløkken and Jørgensen 2003). The proportion of software projects with very high budget overruns and time delays is substantial. A recent, large-scale review of cost and time overruns in public IT reports that the 18% worst performing projects had an average budget overrun of 130% and an average time overrun of 41% (Budzier and Flyvbjerg 2012). Effort underestimates and consequent unrealistic plans and budgets may lead to severe problems for both the software providers and their clients (Flyvbjerg and Budzier 2011). Similar tendencies towards time and budget overruns are documented for several other types of engineering projects (Flyvbjerg, Skamris Holm et al. 2003). In spite of much research on the reasons for effort estimation overoptimism (van Genuchten 1991, Moses and Farrow 2003, Jørgensen and Moløkken-Østvold 2004, Jørgensen, Teigen et al. 2004), the challenge of realistically estimated software projects remains.

While the use of formal effort estimation models is common in many engineering disciplines, the prevalent effort estimation method in software development projects is judgment-based (Jørgensen and Shepperd 2007). One reason for this is that expert judgment-based effort estimates of software projects generally are at least as accurate as model-based effort estimates (Jørgensen 2007). However, there is also strong evidence that judgment-based effort estimates can easily be biased towards overoptimism (Halkjelsvik and Jørgensen 2012) and a need to look for ways to improve such estimates.
This paper addresses how the choice of effort unit used in software project estimation may affect the effort estimates, including the tendency towards over-optimism. As far as we know, the effect of the choice of the effort unit has not yet been studied or proposed as a factor contributing to the tendency towards overoptimistic effort estimates. Recent findings in other domains suggest however the presence of strong unit-related effects on judgment. As an illustration, when experienced judges were asked to suggest a sentence in a realistic, experimental trial in months, they suggested an average sentence of 5.5 years (66.4 months), while when asked to do the same in years, they suggested an average sentence of 9.7 years (Rachlinski, Wistrich et al. 2015). Maybe for the same reason, i.e., the effect of the unit on judgment, in 1991 Finnish courts were instructed to set the shorter sentences in days instead of months to shorten the sentence lengths. After implementing this change in practice the sentence length actually decreased (Lappi-Seppälä, Tonry et al. 2001).

The effort unit used for software development effort estimation is sometimes work-hours and sometimes other time units, such as workdays\(^1\). The question addressed in this paper is whether the choice of effort unit affects the effort estimates and to what extent this effect is of practical importance. If a client or manager asks a software professional about the effort needed to complete a software task or project, would it matter whether the request is formulated, for example, as “How many work-hours do you think it will take?” or as “How many workdays do you think it will take?”

---

\(^1\) A re-analysis of the data set of 230 small and medium-large projects published in (Jørgensen and Grimstad 2011) indicates that 89% of the activity estimates were in work-hours and 11% in workdays. The larger the projects, the more likely they were to be estimated using workdays.
Rationally speaking, an effort estimate should not be much affected by the unit chosen. An estimate in one unit, e.g., workdays, can be converted into an estimate in another unit, e.g., work-hours, representing the same amount of effort. In spite of this, we have experienced that many software professionals believe that effort estimation is not unit-neutral. We conducted an online survey with 77 software professionals from Norway, with experience in effort estimation. The software professionals were asked the following question: “How do you believe the effort unit (work-hours or workdays) typically affects, if at all, the estimated effort?” The survey revealed a tendency towards believing that effort estimation in work-hours leads to lower rather than higher estimates: 56% believe in lower estimates, while 32% believed in higher estimates when calculated in work-hours and the remaining (12%) believed in no difference. Twenty-six percent of them thought that the effect would lead to an increase or decrease of the effort estimates of more than 20%.

Based on the results in (Rachlinski, Wistrich et al. 2015) suggesting that a lower granularity time unit gives lower time estimates, and the (weak) tendency of the software professionals to believe in a decrease in effort estimates when using work-hours instead of workdays, we formulated the following hypothesis:

**Hypothesis:** Estimating effort in work-hours leads to lower estimates than corresponding estimates in workdays.

The rest of this paper is organized as follows: Section 2 describes the design and results of our first experiment on the effect of the choice of time unit on the effort estimates. Section 3 replicates and extends the first experiment using a different population, a different requirement
specification, and a different estimation method. The second experiment also includes a comparison of the estimates with the actual effort seven other providers used to complete the software development project. Section 4 tries to explain the observed differences using established theories about human judgment. Section 5 describes practical implications of the results, draws conclusions, and outlines further research.

2. Experiment 1: Effort Unit Effects in Work Breakdown Structure-based Estimation

2.1 Experiment design

The experiment was designed and executed as follows:

• Development of two requirement specifications, one specifying a simple web service (Project A) and the other specifying an application visualizing connections between countries on a world map (Project B). Project A was considered to be quite a small project, while Project B was a more comprehensive and complex project². A difference in project sizes was introduced to examine to what extent an effort unit effect, if any, depended on the size of the project.

• Recruitment of software professionals from two offshoring companies, one in Poland and one in Romania. The work was paid work using the companies’ ordinary hourly rates. The software professionals had at least one year of experience as software developers or project managers. All of the software professionals had previous experience in estimating software development work and with the type of software work, including the technologies and programming languages, to be estimated.

² To receive the requirement specifications, please contact the author of this paper.
• Collection of information about the role and experience of each of the participants. We collected information about their current role, the length of their experience as software professionals, the amount of estimation experience, and their self-assessed skill as software developers.

• Estimation of the effort of Project A and B, individually, by each of the participants. The participants were instructed to use a Work Breakdown Structure-based estimation approach (Tausworthe 1980). The participants were also instructed to describe technical and design-related decisions, identify the required activities, and estimate the most likely effort, the minimum effort, and the maximum effort of each activity. The estimation of the minimum and maximum effort enabled us to see to what extent the effort unit had an impact on the width of the effort prediction interval\(^3\), that is, how uncertain the participants thought their effort estimates were. The participants were instructed to assume that they would do all the work themselves. Each participant was randomly allocated either to a group estimating in workdays (Group Workdays) or to a group estimating in work-hours (Group Work-hours). The sequence of the estimation of the two projects, i.e., whether first estimating Project A and then Project B or first estimating Project B and then Project A, was also randomized. After the completion of the estimation of both projects, the participants estimating in workdays were asked to provide a conversion factor between workdays and work-hours, i.e., how many work-hours they usually would consider as constituting one workday.

\(^3\) To measure the (relative) width of the effort prediction intervals we use the measure \(\text{RWidth} = (\text{Maximum effort} - \text{Minimum effort}) / \text{Most likely effort}\).
To assess the number of participants required for our first experiment, we conducted a statistical power analysis (Cohen 1992). We assumed a medium-large effect size (Cohen’s $d$ of 0.6), motivated by what we would consider to be a substantial unit effect and the effect size of the relatively similar time unit experiment for judges reported in (Rachlinski, Wistrich et al. 2015), a Type I error (significance level) of 0.05, a Type II error of 0.3, and a one-sided $t$-test of difference in mean values, with unequal variance. With these assumptions we would need 27 participants in each group, i.e., 54 participants in total. Notice that a Type II error of 0.3 gives a statistical power of 70%, which means that it is at least 70% likely that we find a statistically significant ($p<0.05$) difference if there is a true difference of at least the assumed effect size. This gives a balance between Type I errors (5% likely to falsely claim that there is a difference) and Type II errors (30% or less likely to find no difference if there is a difference with at least the assumed effect size).

2.2 Results

2.2.1 Participant characteristics

We recruited a total of 74 software professionals, i.e., more than the required number of participants suggested by the power analysis. Eighty-nine percent of the software professionals stated that their main role was as software developers. The remaining eleven percent indicated that their role was as project managers or team leaders. Table 2 shows other information about the participants, suggesting that there were only small differences between the two estimation groups. Those estimating in workdays (Group Workdays) spent, on average, slightly more time on the estimation tasks than those estimating in work-hours (Group Work-hours). This corresponds with an observation that those estimating in workdays included an average of 38% more activities in their Work Breakdown Structure for Project B and about the same number of
activities for Project A; i.e., they were a bit more thorough in their estimates. The observed, statistically non-significant difference in time spent and number of identified activities could be caused by random variation, but may potentially be a consequence of the effort unit that the participants were instructed to use.

Table 2: Information about the participants

<table>
<thead>
<tr>
<th>Group</th>
<th>n</th>
<th>Time spent (mean)</th>
<th>Developer experience (mean)</th>
<th>Developer skill(^1) (mean)</th>
<th>Estimation experience(^2) (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workdays</td>
<td>36</td>
<td>139 minutes</td>
<td>6.2 years</td>
<td>2.2</td>
<td>3.6</td>
</tr>
<tr>
<td>Workhours</td>
<td>38</td>
<td>117 minutes</td>
<td>6.2 years</td>
<td>2.1</td>
<td>3.4</td>
</tr>
<tr>
<td>Total</td>
<td>74</td>
<td>128 minutes</td>
<td>6.2 years</td>
<td>2.1</td>
<td>3.5</td>
</tr>
</tbody>
</table>

1: We used the scale: “very good” (1) – “good” (2) – “average” (3) – “low” (4) – “very low” (5). 97% of the professionals assessed their programming skill to be average (for their company) or better. None gave the value “very low”.

2: Scale used: “more than 50 projects estimated” (1) – “20-50 projects estimated” (2) – “5-20 projects estimated” (3) – “1-4 projects estimated” (4) – “no projects estimated” (5). In total 6 software professionals (5 in the workdays estimation group and 1 in the work-hour group) indicated that they had never estimated any project. Upon closer examination we found that they were still qualified since they had extensive experience with estimating tasks and sub-projects within projects.

2.2.2 Difference in effort estimates

Tables 3 and 4 display the characteristics of the effort estimates of the two groups for Project A (the smaller project) and Project B (the larger project). We used the conversion factor between workdays and work-hours provided by the software professional in Group Workdays to
calculate the estimated number of work-hours. The mean conversion factor was 7.1 work-hours per workday, varying from 6 to 8 work-hours per workday. Notice that the conversion factor question asked how the participants would normally go from the number of estimated workdays to the number of estimated work-hours, not how many productive work-hours they thought they would have during a normal calendar workday.

**Table 3: Estimates of Project A**

<table>
<thead>
<tr>
<th></th>
<th>Most likely effort (mean)</th>
<th>RWidth (mean)¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimates in workdays (converted)</td>
<td>88 work-hours (std. dev. 94)</td>
<td>0.88 (std. dev. 0.4)</td>
</tr>
<tr>
<td>Estimates in work-hours</td>
<td>45 work-hours (std. dev. 56)</td>
<td>0.82 (std. dev. 0.3)</td>
</tr>
<tr>
<td>Difference between Groups</td>
<td>43 work-hours (49% decrease)</td>
<td>0.06 (7% decrease)</td>
</tr>
<tr>
<td>t-test of difference (p-value)</td>
<td>0.01²</td>
<td>0.24³</td>
</tr>
</tbody>
</table>

1: RWidth is measured as: (Maximum effort – Minimum effort)/Most likely effort.
2: One-sided t-test, reflecting our one-sided hypothesis, assuming unequal variance.
3: Two-sided t-test, reflecting no prior hypothesis about the direction of an effect, assuming unequal variance.

The data in Table 3 supports our hypothesis that people decrease their estimates when estimating in work-hours instead of workdays. There is only a 1% (p=0.01) likelihood of observing the collected data (or more extreme data) given that estimating in work-hours would lead to higher or equal estimates. A more outlier robust statistical test, i.e., the Kruskal-Wallis test of differences in median values, gives p<0.001, based on median estimates of 50 work-hours for those in Group Workdays and 21 work-hours for those in Group Work-hours. The effect size, measured as Cohen’s $d$, is medium ($d=0.54$). We found no large or statistically significant
differences in the relative width (RWidth) of the two groups’ respective effort prediction intervals.

**Table 4: Estimates of Project B**

<table>
<thead>
<tr>
<th></th>
<th>Most likely effort (mean)</th>
<th>RWidth (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimates in workdays (converted)</td>
<td>335 work-hours (std. dev. 193)</td>
<td>0.88 (std. dev. 0.3)</td>
</tr>
<tr>
<td>Estimates in work-hours</td>
<td>224 work-hours (std. dev. 133)</td>
<td>0.82 (std. dev. 0.3)</td>
</tr>
<tr>
<td>Difference between Groups</td>
<td>111 work-hours (33% decrease)</td>
<td>0.06 (7% decrease)</td>
</tr>
<tr>
<td>T-test of difference (p-value)</td>
<td>0.003$^1$</td>
<td>0.24$^2$</td>
</tr>
</tbody>
</table>

1: One-sided t-test, reflecting the one-sided hypothesis, assuming unequal variance.
2: Two-sided t-test, reflecting no prior hypothesis about the direction an effect, assuming unequal variance.

Table 4 shows that our hypothesis of lower estimates when estimating in work-hours was supported by the collected estimation data for Project B, as well. It is only 0.3% ($p=0.003$) likely to observe the collected data or more extreme data given that estimating in workdays leads to lower or same estimates. The Kruskal-Wallis test results in $p=0.009$, based on median estimates of 276 work-hours for those in Group Workdays and 198 work-hours for those in Group Work-hours. The effect size, measured as Cohen’s $d$, is medium ($d=0.64$). As with Project A, there were no large or statistically significant differences in the relative width (RWidth) of the effort prediction interval.

In a previous study (Grimstad and Jørgensen 2009), we found an effect of the sequence of estimating software projects. Estimating a medium-large project just after estimating a small project gave lower estimates than when estimating the same medium-large project after a larger
project. We proposed an explanation based on “the assimilation-contrast theory” (Sherif and Hovland 1961) in that paper (Grimstad and Jørgensen 2009). A similar effort estimation sequence effect was present in the current study. When the smaller project (Project A) was estimated first, the mean estimate of the larger project (Project B) was 32 work-hours lower than when starting with the larger project. Similarly, when the larger project (Project B) was estimated first, the mean estimate of the smaller project (Project A) was 45 work-hours higher than when starting with the smaller project. The difference was statistically significant for the estimates of Project A ($p=0.01$), but not for project B ($p=0.20$). The sequence effect was similar for those estimating in work-hours and those estimating in workdays, i.e., the effort unit effect seems to be independent of the sequence.

We examined the extent to which the effort unit effect depended on the participants’ main role (project leader or software developer), the amount of estimation experience (in number of times they had estimated a project), and their self-assessed skill as software developers. No statistically significant connections were found. If anything, the effort unit effect slightly increased with longer experience as a software professional, more estimation experience and higher self-assessed skill. This suggests that the unit effect we observed was not mainly an effect on less experience or skill.

The participants in Experiment 1 applied an estimation approach based on a Work Breakdown Structure, i.e., a method that involves the identification and estimation of activities or deliverables needed to complete a software project. Experiment 2 assesses the robustness of the unit effect found in Experiment 1 by using a different estimation approach, i.e., analogy-based estimation (Hihn and Habib-Agahi 1991), a different requirement specification, and a different population of software professionals.
3. Experiment 2: Effort Unit Effects in Analogy-based Estimation

3.1 Experiment Design

Experiment 2 was designed and executed as follows:

- Development of a requirement specification. We applied a slightly reduced version of a requirement specification included in a previous experiment. We knew the actual effort spent by seven different offshoring companies completing the specified work (Jørgensen 2015).

- Recruitment of 55 software professionals from a large multi-national software company. These software professionals were mainly experienced project managers, but also included general managers and other roles with estimation experience. We stopped the recruitment after reaching 55 participants, assuming that the statistical power analysis from Experiment 1 was still valid and that this number would be sufficient. The participants were requested to estimate the software development effort of a typical development team in their own company for software, as specified by us. The requirement specification described a web-application for storing and retrieving data about scientific articles. An implementation of the software can be found at www.simula.no/BESTweb.

- Using the experiment/survey software Qualtrics (www.qualtrics.com) we instructed the participants to follow an analogy-based estimation process. The instructed process was as follows:
  
  o “Identify analogies, i.e., tasks or projects with deliverables similar in size and complexity to the specified application, for which you know the effort used to complete the work.”
  
  o “Use the identified analogies, or if none found, your expert judgment, to estimate the effort a typical developer at your company would spend to complete the specified
application.” The participants were, as in the previous experiment, randomly instructed to estimate in work-hours (Group Work-hours) or in workdays (Group Workdays). We did not ask for effort prediction intervals in this experiment.

- “Indicate the number of analogies identified and the process used to derive the estimated effort from the analogies.”

- “Provide the conversion factor between workdays and work-hours” (only relevant for those in Group Workdays).

### 3.2 Results

The number of analogies identified by the participants were distributed as follows: 4 participants found more than 5 analogies, 18 found 2–5 analogies, 18 found 1–2 analogies, while 16 found no analogies (and used purely their “expert judgment” to give an effort estimate of the project). There were no noticeable differences between the two effort unit groups in terms of the number of analogies identified.

The mean conversion factor between workdays and work-hours was 7.3, ranging from 4 to 8 work-hours. Eighty-seven percent of the participants used a conversion factor between 7 and 8 work-hours.

An examination of the described analogy-based estimation processes revealed that seven of the participants instructed to estimate in work-hours reported that they actually had estimated in workdays (3), work-weeks (1) or man-months (3) and converted that figure to work-hours. This may be due to the fact that a higher granularity effort unit is felt to be more natural for an estimation process based on recalling the total effort of previously completed projects. That is, the total effort may be more likely to be recalled in workdays, workweeks or man-months. The
mean estimate of those seven participants was 199 work-hours, which was close to the mean estimate of those in the workdays group (mean of 178 work-hours), and much higher than those in the remaining work-hours group (mean of 72 work-hours). We chose to remove these seven participants from the analysis. Inclusion of them in Group Work-hours would not be valid, since they did not estimate in work-hours. To change their group allocation to Group Workdays would not be valid either since we did not know whether their effort estimates were higher because they estimated in a higher granularity unit, or whether they estimated in a higher granularity unit because they thought the project was larger.

The resulting mean estimates for each group, after removing the seven participants, are displayed in Table 5. The difference in mean estimates is statistically significant and with an effect size (Cohen’s $d$ of 0.52) similar to those in Experiment 1, which had Cohen’s $d$ of 0.54 and 0.64 respectively. Even if we include the seven participants who did not follow the instruction to estimate in work-hours, the difference is still there (now with Cohen’s $d$ of 0.35), although not statistically significant (a t-test yields $p=0.09$ and a Kruskal-Wallis test yields $p=0.05$).

Table 5: Estimates of the Web-project

<table>
<thead>
<tr>
<th></th>
<th>Most likely effort (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimates in workdays, $n=29$</td>
<td>177 work-hours (std. dev. 254)</td>
</tr>
<tr>
<td>Estimates in work-hours, $n=19$</td>
<td>72 work-hours (std. dev. 57)</td>
</tr>
<tr>
<td>Difference between Groups</td>
<td>105 work-hours (59% decrease)</td>
</tr>
<tr>
<td>T-test of difference ($p$-value)</td>
<td>0.02$^1$</td>
</tr>
</tbody>
</table>

1: One-sided t-test, reflecting the one-sided hypothesis, assuming unequal variance.
The software application estimated by the participants in our experiment had already been developed by seven different companies as part of another experiment (Jørgensen 2015). The main difference between the specifications given to these seven companies and those used in the experiment was the removal of an import feature to make the specifications easier to read. The import feature typically took about 10% of the total work effort for the seven companies. The mean actual effort used by the seven companies to complete the project was 257 work-hours. Removing 10% of that effort gives a mean actual effort of around 240 work-hours, i.e., much higher than the mean estimate of those in Group work-hours and also higher that the estimate of those in Group workdays. Only one company managed to complete the work with the amount of effort estimated by those in Group Work-hours. This suggests that those in Group Work-hours tended to be strongly overoptimistic. Consequently, the use of workdays as the effort estimation unit for this context would most likely have led to more accurate, though still perhaps overoptimistic effort estimates.

4. Explaining the Effort Unit Effect

Our experiments suggest that the choice of unit affected the effort estimates. The effect sizes were all medium-large, with Cohen’s $d$ values in the range of 0.52 to 0.64. The impact was present within three different estimation tasks, two populations of software professionals, and two different estimation approaches. This suggests a rather robust and important effect.

Research on human judgment has identified several mechanisms and theories that connect a difference in unit to a difference in judgment. This includes the construal level theory (Trope and Liberman 2010, Kanten 2011, Maglio and Trope 2011, Siddiqui, May et al. 2014, Yan, Hou et al. 2014), the fluency theory (Oppenheimer 2008, Song and Schwarz 2008, Ülkümen, Thomas
et al. 2008), the central tendency effect (Hollingworth 1910, Frederick, Meyer et al. 2011, Tamrakar and Jørgensen 2012), and effects of rounding numbers (Huttenlocher, Hedges et al. 1990, Cannon and Cipriani 2006). All these theories may explain smaller effort unit effects, but hardly the effect sizes observed in our experiments. Only two mechanisms were found relevant to explain the effect sizes observed in our experiments: the numerosity and the unitosity effects.

4.1 The numerosity effect

The numerosity effect implies that we are frequently affected not only by the real value of something, but also by its nominal value. An example of the numerosity effect is the observed 11% increase in donations given by church visitors between 2002 and 2003, when Italy went from lire (high nominal values) to euros (low nominal values), despite an income growth of only 3% (Cannon and Cipriani 2006). According to the numerosity effect, church visitors felt that the low nominal number of euros was less than the high number of lire they normally donated, and tended to give more in euros than in lire. Ülkümen and Thomas (Ülkümen and Thomas 2013) report experiments relating numerosity to the feeling of duration; the authors found that higher numbers resulted in the feeling of longer durations. For example, most participants felt that 365 days were longer than 12 months. A practical implication of the numerosity effect was that people were more willing to start a diet when framed as a 12-month, rather than a 365-day plan. The numerosity effect increased with greater personal relevance of dieting.

The numerosity effect may imply that people think an effort value in a lower granularity unit, such as work-hours instead of workdays, can contain more work than the corresponding effort value in a higher granularity effort unit, though rationally speaking it involves the same level of work effort. For example, if we assume that one day’s work is equal to about 7 work-
hours, the numerosity effect would predict that we think we could do more in 35 work-hours (which has a higher nominal value) than 5 workdays (which has a lower nominal value).

4.2 The unitosity effect

The unit itself may also affect the estimate (Ülkümen, Thomas et al. 2008, Monga and Bagchi 2012), e.g., due to conversational norms (Grice 1975) and/or through an anchoring effect (Mussweiler and Strack 2001).

The effect of conversational norms is related to the fact that we usually request estimates of smaller amounts using lower granularity units and higher amounts using higher granularity units. For example, we tend to use the requested effort or time unit as an indication of whether a project is expected to be small or large. In such case, the request “How many man-years will this work require?” shows different expectations than those implied by “How many work-hours will this work require?” The effort expectation of the person requesting an estimate has been documented to have an effect on the estimates, even when the estimators know that the expectation is from an incompetent, uninformed source (Jørgensen and Sjøberg 2004, Løhre and Jørgensen 2015).

The anchoring effect, with the “selective accessibility” mechanisms proposed in (Mussweiler and Strack 2001), is based on knowledge activation. It is typically related to numerical anchors, but can also include non-numerical anchors. Estimating in a low granularity effort unit may, according to this mechanism, make the estimator more likely to activate and apply knowledge about larger projects and more complex tasks (Strack and Mussweiler 1997). An example of the effect of textual anchors is documented in one of our earlier studies. Our request to estimate “a minor modification” of a software product resulted in a 50% lower effort
estimate than the request to estimate “a new functionality” for exactly the same software product update (Jørgensen and Grimstad 2008).

4.3 Explanatory strength of numerosity and unitosity

An effort estimate contains both a numerical value and an effort unit. This means that it may be hard to separate the relative influence of the numerical value (numerosity) and its unit (unitosity) on the effort estimates. To our knowledge, the only paper trying to study the relative importance of the two effects is by (Monga and Bagchi 2012). They found that people could be influenced to focus on the numerical value, in which case the numerosity effect dominated, but also to focus on the unit, in which case the unitosity effect dominated. In the effort estimation contexts of our present study, as opposed to the contexts studied in (Monga and Bagchi 2012), numerosity and unitosity affect the estimates in the same direction and are more difficult to separate.

To examine the relative strength of the explanatory power of numerosity and unitosity, we conducted an additional experiment that tested the essential (for our use) assumption of the numerosity effect, i.e., the assumption that people think they can accomplish more with the same amount of effort when effort is represented by a higher numerical value. We conducted the experiment during a seminar on project management. The 66 participants were asked to estimate a reasonably well-defined task consisting of assembling a bed with parts and instructions from the furniture manufacturer IKEA⁴. The participants were randomly allocated to estimate what

⁴ Previous experience suggested that this rather extensive assembling task (approximately 260 nuts and bolts, and 53 parts to assemble) required about 5 hours (300 minutes) for a reasonably competent, not expert, assembler. To
percentage of the assembly they could accomplish in either 2 hours (Group Two hours) or 100 minutes (Group 100 minutes). We chose to use 100 instead of 120 minutes, which would be the exact equivalence of 2 hours, to make it more difficult to translate between minutes and hours, i.e., to increase the likelihood that they would think of the work in minutes when estimating it. To enable a comparison of the estimates, we calculated the effort the participants thought they needed to complete the total assembly task. If, for example, a participant estimated 50% completion in 100 minutes, we would derive the total effort of 200 minutes for 100% completion.

If our assumption, and attempted use of the numerosity effect to explain our results, were correct, we would see that those in the 100 minutes group, based on the higher number, would give responses indicating that they needed less time for the total assembly task. What we found, however, was no statistically significant differences. Those in the 100 minutes group gave responses indicating about the same, or even slightly more pessimistic, estimates of the total effort compared to those in the 2 hours group; see Table 6. As can also be seen, both groups were quite overoptimistic about their time usage, since in previous experience that task took about 5 hours. The results consequently weaken the likelihood that the numerosity effect would explain the substantial effect of the effort unit on the estimates.

complete the full assembly task in less than 200 minutes, as 79% of the respondents believed, seemed to be quite overoptimistic.
Table 6: Test of the numerosity effect (for selected total time values)

<table>
<thead>
<tr>
<th>Estimated percentage completed in 100 minutes/2 hours corresponds to a total time of …</th>
<th>Group: 100 minutes (aggregated)</th>
<th>Group: Two hours (aggregated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 120 minutes</td>
<td>39%</td>
<td>45%</td>
</tr>
<tr>
<td>Less than 150 minutes</td>
<td>63%</td>
<td>70%</td>
</tr>
<tr>
<td>Less than 200 minutes</td>
<td>79%</td>
<td>79%</td>
</tr>
<tr>
<td>Less than 300 minutes</td>
<td>94%</td>
<td>97%</td>
</tr>
<tr>
<td>Less than 500 minutes</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Additional reasons to believe that the effect from the unit itself (unitosity) is a more likely explanation of our findings than an effect from the numerosity include the following:

- Only the unit, not the number, is part of the estimation request. According to (Monga and Bagchi 2012), when the focus is on the unit, the unitosity effect will outweigh the numerosity effect.

- The substantial effect sizes in our studies are larger than those typically reported in numerosity effect studies, such as (Cannon and Cipriani 2006), but similar to those found in studies relating textual anchors to effort and time judgments, e.g., (Jørgensen and Grimstad 2008, Rachlinski, Wistrich et al. 2015).
5. Limitations

In this paper we test whether there is a unit effect on effort estimates through controlled experiments and not through analysis of data from completed projects. There were two main reasons for not using observational data for our purpose. Firstly, it would have been difficult to know to what extent a higher effort estimate was the consequence of a larger, more complex project or of the chosen effort unit. Secondly, even if we had found comparable tasks estimated using different effort units, we would have had difficulties determining whether a project was estimated as requiring more effort due to using a higher granularity effort unit, or whether it used a higher granularity unit because it was believed to be large. In other words, the direction of the causality would have been difficult to establish. The software professionals’ varying opinions about the effect of the unit on the effort estimates may to some extent be a result of the problem of choosing between alternative explanations for effort estimation differences in contexts with observational data.

Experimental contexts—even when including software professionals, normal hourly payment, and realistic requirement specifications as we do in our experiments—have limitations when it comes to the external validity. In our case, we believe that the main limitation is related to the artificial context of the experiment. The software professionals knew that their estimates would not be used for the purpose of bidding, planning or something else, but were part of an academic study on effort estimation. It is possible that they would have estimated more thoroughly, spent more time analyzing the task, collected more information, and been less affected by the effort unit, if the accuracy of the estimate had mattered more. A randomized controlled experiment in a field setting would consequently have increased the external validity. In a previous study, including an experiment on similar anchoring effects (which we have argued
as being the underlying mechanism for the observed unit effect) we found that field settings gave results in the same direction as the laboratory-based experiments. The effect sizes were, however, 30–50% lower (Jørgensen and Grimstad 2011). We should therefore not expect the impact of the effort unit to be as large in field settings as observed in our experiments. What we have shown is, however, that there is an effort unit effect. Even with a 30–50% decrease in effect size, the effort unit effect is of relevance for designing good estimation processes.

We should be careful when generalizing the results found in this paper to apply to other effort or time estimation contexts. The software projects we presented are typical and those who estimated have extensive, relevant estimation experience. There may nevertheless be context effects of which we are currently unaware. In particular, there may be effects related to whether the person asking for an estimate using a particular effort unit is considered to be a competent source or not. According to Gricean norms of conversation, the effect should be lower when from an incompetent rather than a competent source. In our experiments, those who estimated had reasons to believe that the request was from a reasonably competent source, which consequently may have enhanced the effect compared to when coming from a source with little or no relevant competence. However, in earlier studies we have found that there is a substantial remaining effect in similar effort estimation anchoring contexts even when explicitly explaining that the source had no relevant competence (Jørgensen and Sjøberg 2001, Løhre and Jørgensen 2015). We would consequently expect that the effect would be present, perhaps lower, even in contexts with low competence sources.
6. Conclusions and implications

Software professionals tend to give substantially lower effort estimates for the same projects when estimating in work-hours rather than workdays. We argue that the use of the effort unit is understood as an indicator of the expected effort of the project, e.g., through Gricean norms of conversation and/or anchoring effects, and that this is the underlying mechanism explaining the effort unit effects. Higher granularity of the effort unit may mean that people start searching for experience from larger tasks and activities than with lower granularity effort units, and that they use this recently activated experience when estimating the required effort.

Our findings imply that the choice of effort unit matters for the accuracy of effort estimation and, consequently, for the successful planning and execution of projects. The choice of effort unit may be particularly important in estimation contexts where there is a tendency towards underestimating effort, such as when the experience is low, the uncertainty is high, and/or the competition among vendors is strong (Lederer and Prasad 1995, Chan and Kumaraswamy 1997, Bubshait 2003, Eden, Williams et al. 2005, Jørgensen 2006). In such contexts, the risk of cost overrun would increase with a low granularity effort unit, such as work-hours, and the estimation task would benefit from using higher granularity effort units, such as workdays.
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